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Tensor product decomposition and CG coefficients for
nonsemisimple Hopf algebras
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Department of Physics, Sri Venkateswara College, University of Delhi, Dhaula Kuan, New
Delhi-110021, India

Received 26 November 1997

Abstract. The tensor product of twoUqsl(2) modules,q a root of 1, is decomposed into
indecomposable summands for both irreducible andindecomposablemodules. Clebsch–Gordan
coefficients in the general case are computed. An apparently new identity is derived and some
possible applications are conjectured.

1. Tensor product decomposition

This paper follows on from [1] (referred to as I) on the structural theory of a class of
nonsemisimple Hopf algebras. Here we focus on tensor products of modules. In particular,
we derive a complete result on tensor product decomposition of twoUqsl(2)-modules,q a
pth root of 1 for some oddp. The Clebsch–Gordan (CG) coefficients in the general case of
Uqsl(2) indecomposable modules are also computed. As to be expected they have a rather
complicated structure. First we fix some notation and choice of basis. We use the standard
symbols and formulae (see I) for the generators ofUqsl(2) and its bialgebra structure. LetVm
denote the irreducible module generated by a singular vectorxm of weightqm,m 6 p−1. Let
Qn denote the projective indecomposable module (p.i.m.) generated by a vectoryn of weight
q−n. The following basis forQn will be chosen. Let

αn ≡ En−1

[n− 2]!
· yn. (1)

Then

F (k)αn ≡ Fk

[k]!
αn and

F (r)

[r]!
· yn

form a basis forQn. Furthermore,αn andF (n−1) · αn areE-singular vectors inQn. We call
these parent and daughter, respectively. We have

Eyn = F (n−2)αn (2)

EF (k)yn = [1− k − n]F (k−1) · yn +

[
n + k − 2

k

]
F (n+k−2)αn. (3)

The following result is known. With the notation as above

Vm ⊗ Vn =
min{(m+n),2p−m−n−2}⊕
k=|m−n|,+2,+4,...

Vk

m+n+2−p⊕
r=s,s+2,...

Xr (4)
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wherer = 1 if m + n− p odd, otherwiser = 2 andXr isQr if r > 2 andX1 = P .
As for the tensor product of typeQm ⊗ Vn orQm ⊗Qn it is only known that they are the

sum ofP andQn’s. This follows easily from the analysis of I since it is known thatQn and
P are the only p.i.ms and since projective⊗ anything is projective. Our aim in this section is
to determine exactly which p.i.m. occur in the product. It is seen from the stucture ofQn and
a simple consideration of dimensions that the total number of independentE-singular vectors
in Qm ⊗ Vn equals 2(m + 1). If there arek summands ofP type andr summands ofQ type
then 2k + r = 2(m+ 1). Our strategy is to find a set of singular vectors first and then pair them
in differentQn. As we see below this is not so straightforward. We suppress the subscriptn

for convenience.
Let α andy be generatorsQn with α a singular vector as in the last paragraph. Letx

be the singular vector inVm. Consider aK-eigenvectorϕN in the product with eigenvalue
qm+n−2(N+1). Let

ϕN =
N∑
k=0

ckF
(k)α ⊗ F (N−k)x ⊕

N−n+1∑
s=0

dsF
(s)y ⊗ F (N−n−s+1)x. (5)

ϕN is a singular vector if and only if the following recursion relations hold

[n− k − 1]ck+1 = −qn−2(k+1)[m−N + k + 1]ck k < n− 2 (6)

[s + n]ds+1 = q−(n+2s)[m−N + s + n]ds (7)

[s]cn+s−1−
[
n + s − 2

s

]
ds = q−(n+2s−2)[m−N + n + s − 1]cn−2+s . (8)

Before solving these equations let us make some observations which follow as very simple
consequences. First,d0 ∝ cn−2 and ifd0 (hence alldi = 0) thenck = 0 fork 6 n−2. Thus we
get two sequences of singular vectorsϕ(1)N which start withα andϕ(2)N starting withF (n−1)α in
the first factor. In the case ofϕ(2)N the above relations are slightly modified ifp− n < N 6 m.
In that casedp−n+1 ∝ bp−n wherebk = cn−2+s . In any case it is seen that there are precisely
2(m + 1) singular vectors. One writes the singular vectors and then determines which ones
pair up. A singular vector,ϕN , with weightqk−2, k = m + n − 2− 2N pairs with another
singular vector,ϕM , with weightq−k andϕM ∝ Fk+1 · ϕN . However, ifk exceedsp then we
must takek modp and for the case wherek is negative we may need to considerp− k. Thus,
the weight table alone is not sufficient. It may be checked whetherϕM descends fromϕN and
this can be done by comparing the ratio of coefficients given above. Furthermore in (5) the
coefficientsc0 andcn−1 are arbitrary. Note thatcn−1 appears only ifm > n− 2. Moreover, if
N > n− 1 thenϕ(1)N is not unique since a singular vector from the second class can always be
added to the former. We now have the following result.

Lemma 1. The coefficientsck andds of the first series of singular vectorsϕN (starting with
α) are given by

ck = (−1)k
[m−N + k]![ n− 2− k]!

[n− 2]![m−N ]!
qk(n−k−1) k 6 n− 2 (9)

ds = (−1)n−1 [m−N + s + n− 1]![n− 1]

[s + n− 1]![m−N ]!
q−s(n+s−1)c0 (10)

and

cn−1+s = [m−N + n + s − 1]!

[s]!
q−s(n+s−1)

s∑
r=0

γsr (11)

where

γs0 = cn−1

[m−N + n− 1]!
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and

γsr = [n− 1]

[n− 2]![m−N ]![ r][n− 1 + r]
c0.

We are now in a position to state the general theorem on tensor product decomposition.
One uses the structural results of I to see which singular vectors pair up.

Theorem 1. LetQn andVm be as above.

(1) Letm + n 6 p and consider two cases separately.

(i) m 6 n− 2, then

Qn ⊗ Vm = Qm+n−2⊕Qm+n−4⊕Qm+n−6⊕ · · · ⊕Qn−2−m. (12)

(ii) m = n− 2 + r, r > 1,

Qn ⊗ Vm = Qm+n−2⊕Qm+n−4⊕ · · ·Qr ⊕ 2Qr−2⊕ 2Qr−4⊕ · · ·2Q2(2P) (13)

where the moduleP occurs ifm + n is odd. The number 2 denotes multiplicity.

(2) m + n = p + r, r > 1. Here we also consider two cases.

(i) m 6 n− 2

Qn ⊗ Vm = 2Qr ⊕ 2Qr−2⊕ · · · ⊕ 2Q2(2P)

⊕Qp−r ⊕Qp−r−2⊕ · · · ⊕Qn−m−2. (14)

(ii) m = n− 2 + s

Qn ⊗ Vm = 2Qr ⊕ 2Qr−2⊕ · · · ⊕ 2Q2(2P)⊕ 2Qm−n ⊕ 2Qm−n−2 · · · ⊕ 2Q2(2P)

⊕Qp−r−2⊕Qp−r−4⊕ · ⊕Qm−n+2. (15)

It was assumed thatm 6 p−2. For the special case there is slight modification in the formulae.
We illustrate the intricate behaviour by a visual presentation of the relationships. Recall

that we have two seriesϕ(i), i = 1, 2 of singular vectors. These two are written in columns
according to the eigenvalues of lnK. The descendants are on the right or below and shown by
an arrow between the two columns and the kinships within a column are indicated by brackets.
Theϕ(2) series is on the right. We demonstrate only for the cases (1)(i) and (2)(ii). For (1)(i)
we have the following:

1 m + n− 2 −→ −(m + n) Fm

F m + n− 4 −→ −(m + n− 2) Fm−1

· · · · ·
· · · · ·
· · · · ·
Fm n−m− 2 −→ m− n 1

For (2)(ii) the kinship diagram is given below. Note that the columns within square brackets
are paired by nested brackets e.g.F andF r−2.

1 p + r − 2 · m + n− 2p − 2 Fp−n+1

F p + r − 4 · m + n− 2p − 4 Fp−n+2

· · · · ·
· · · · ·
· · · · ·
F r−2 p − r + 2 · −(m + n− 2) F p−n+r−1

F r−1 p − r · −(m + n) Fp−n+r


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F r p − r − 2 −→ −(p − r) Fp−n

F r+1 p − r − 4 −→ −(p − r − 2) F p−n−1

· · · · ·
· · · · ·
· · · · ·

Fn−2 m− n + 2 −→ −(m− n + 4) Fm−n+2

Fn−1 m− n m− n 1
Fn m− n− 2 m− n− 2 F

· · · · ·
· · · · ·
· · · · ·
Fm−1 n−m n−m Fm−n

Fm n−m− 2 n−m− 2 Fm−n+1


The result on tensor product of twoQ-type is as follows.

Theorem 2.

Qn ⊗Qm = 4P ⊕
p∑
r=2

4Qr.

The kinship diagrams in this case are complicated. In any case the diagrams above are the
starting point for deriving CG coefficients in the general case.

2. CG coefficients

In this section we calculate the CG coefficients for the productQn⊗Vm. These coefficients are
known for the productVk ⊗Vm [2]. From lemma 1 and theorem 1 we see that the cases (1)(ii)
and (2)(ii) are relatively complicated as they involve the generatoryn. We consider only the
case (1)(ii), the others can be handled similarly. Note that the modulesQk are not generated
by the singular vectors alone. We need to know the correspondingyk. Thus letm+n− 16 p
andm > n− 1. For eachN 6 m, letM = m + n− 2N andαM be the corresponding parent
singular vector. The moduleQM is generated byαM and the respectiveyM . Our first task is
to computeyM . Since we are dealing with singular vectors from the first series we writey

(1)
M .

ForM > 2 let

αM =
N∑
k=0

ckF
(k)α ⊗ F (N−k)x +

N−n+1∑
s=0

dsF
(s)y ⊗ F (N−n+1−s)x. (16)

Then with

a = max(0, m + n− 2−N)

F (M−2) · αM =
M+N−2∑
s=a

gsF
(s)α ⊗ F (M+N−2−s)x +

M+N−n−1∑
s=0

hsF
(s)y ⊗ F (M+N−n−1−s)x (17)

where

gs =
s∑
r=0

cr

[
s

r

] [
M +N − 2− s

N − r
]
q(s−r)(n−2−r−s) (18)

and

hs =
s∑
0

dr

[
s

r

] [
m−N − s
N − n− r + 1

]
q−(s−r)(n+r+s). (19)



Tensor product decomposition and CG coefficients 171

Note that if we replaceM byM + 1 in (17) then we get the corresponding daughter singular
vector. Comparing with the expressions (10) and (11) we obtain some summation formulae
one of which appears to be rather strange. I discuss this in the appendix. Returning to the
generatoryM let

yM =
M+N−1∑
a+1

prF
(r)α ⊗ F (M+N−1−r)x +

M+N−n∑
0

trF
(r)y ⊗ F (M+N−n−r)x. (20)

Now

E · y(1)M = F (M−2) · αM (21)

yields the following set of equations:

pr [n− r − 1] + pr−1[N − n + r + 1]qn−2r = gr−1 for a < r 6 n− 2 (22)

−[n− 1 + r]tr + [N + r]tr−1q
−(n+2(k−1)) = hr−1 (23)

pn−1+r [r] − tr
[
n + r − 2

r

]
− [N + r]pn−2+r = −gn−2+r . (24)

The solution of these inhomogeneous difference equations is straightforward. Thus

pr =
r∑
a+1

(−1)r−a+1 [N − n− 1 + r]![ n− 2− r]!
[N − n− 1 + s]![ n− 1− s]! q

(r−s)(n−r−s−1)gs−1 r 6 n− 2 (25)

tr = −
r∑
0

[N + r]![ n− 2 + k]!

[N + k]![ r + n− 1]!
q−(r−k)(n−1+r+k)hk−1 (26)

with h−1 = [n− 1]t0 and

t0 = gn−2 − q−(n−2)[N ]pn−2

σ0 = pn−1

σk =

[
n + k − 2

k

]
tk − gn−2+k

[k]

pn−1+r =
r∑
k=0

[N + r]![ k]!

[N + k]![ r]!
q−(r−k)(n−2+r+k+1)σk.

(27)

We are now in a position to calculate the CG coefficients. We fix some notation. Recall that
we are dealing with case (1)(ii) of theorem 1 whenm > n− 2 andm+n 6 p. Corresponding
to a moduleQk in the tensor product decomposition we still use the symbolsαk andyk for the
two generators. There is no confusion since for the original modulesQn andVm we write the
respective generators without subscripts. SetM = m + n− 2N andN +L = T , let

F (L) · αM =
∑
s

C(M,L, s, T − s)F (s)α ⊗ F (N+L−s)x

+
∑

D(M,L, s, T + 1− n− s)F (s)y ⊗ F (N+L+1−n−s)x (28)

and

F (L) · yM =
∑

A(M,L, s,M +L− s − 1)F (s)α ⊗ F (M+L−s−1)x

+
∑

B(M,L, s,M +L− n− s)F (s)y ⊗ F (M+L−n−s)x. (29)

From theorem 1 we see that the modulesQk, k = m − n + 2, m − n, . . . ,2 occur twice
corresponding to the two classes of singular vectors. We distinguish the singular vectors, CG
coefficients, etc, of the second class (those starting withFn−1+kα in the first factor) by inserting
a prime.
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The coeffcientsC(M,L, , ) etc, in the two equations above are the generalized CG
coefficients. FirstC andD are computed from the expressions (9)–(11) for the coefficients of
singular vectors. We can now state the following.

Theorem 3. The CG coefficients in the decomposition ofQn ⊗ Vm into indecomposable
summands are as follows. With notation as above andM = m + n− 2N andT = N +L

C(M,L, s, T − s) = qsX
s∑
0

(−1)r
[
s

r

] [
N +L− s
N − r

]
[m−N + r]![ n− 2− r]!

[n− 2]![m−N ]!
q−rY c0

(30)

with

X = L + 2N − s −m and Y = L + 2N + 1− n−m
and

D(M,L, s, T + 1− n− s) = (−1)n−1[n− 1]qs(X+2−2n)
s∑
0

q−r(Y+2)

[
s

r

]
×
[
T + 1− n− s
N + 1− n− r

]
[M +N + r − 1]!

[r + n− 1]!
c0. (31)

To compute A and B we use expressions (25)–(27). Thus

A(M,L, s,M +L +N − 1− s) =
s∑
a+1

q(s−r)U
[
s

r

] [
M +L +N − 1− s
M +N − 1− r

]
pr (32)

with

U = L + 2(M +N − 1)−m− r − s
and

B(M,L, s,M +L− n− s) =
s∑
0

q(s−r)(U−2(N+n−2))

[
s

r

] [
M +L− n− s
M − n− r

]
tr . (33)

The coefficients for the second class of p.i.m. forM = m− n + 2− 2N

C ′(M,L, s, L +N + n− 1− s) = qsX
∑
k

q−kY
[
n− 1 + s
n− 1 + k

]
×
[
L +N − s
s − k

] [
m−N + k

k

]
(34)

A′(M,L, s,M +L +N − 1− S) =
∑

q(s−r)U
[
s

r

] [
M +L +N − 1− s
M +N − 1− r

]
p′r (35)

with

p′r = (−)r
r∑
k=n
(−1)s

[m−N + r + 1]![n− 2− r]!
[m−N + k + 1]![n− 1− k]! βk−1 (36)

and

βk = qk(M−k+2N−m)∑ q−r(M+2N−m+n−1)

[
n− 1 + k
n− 1 + r

] [
M +N − k
k − r

] [
m−N + k

k

]
. (37)

The CG coefficients can be put into a more tractable form and can often be identified with
some known functions like the basic hypergeometric functions. However, the formulae forA

andB look rather formidable. SinceQn can be obtained from the product of twoirreducible
modules the coefficients derived above can be related to 6-j symbols coresponding to the
product of three irreducible modules. The structure of the tensor product of modules of higher
quantum algebras is much more involved. Only some partial results are known (see [4]) for
Uqsl(3).
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3. An identity

We discuss some identities in this section. These can be derived from the fact that for a parent
singular vectorαM in the productFM−2 · αM is also a singular vector and hence must be
proportional to a daughter singular vector. Identifying the latter from the diagrams in section 1
we obtain the required identity. In the caseds = 0 in (5) we get theq-Saalscḧutz identity
[3]. However, ifds 6= 0 then some apparently new identities appear. We mention one. Let
M = m + n− 1−N :
n−2∑
r=0

(−1)r
[
s

r

] [
M − s
N − r

]
[n− 2− r]!

[n− 2]!

[m−N + r]!

[m−N ]!
c0 +

s∑
r=n−1

([
s

r

] [
M − s
N − r

]
[M + r]!

[s]!

×
(
cn−1

[M]!
+

[n− 1]c0

[n− 2]![m−N ]!

r∑
k=1

1

[k][n + k − 1]

))
= [N + s]!

[s]!

(
a

[N ]!
+

b

[N − n + 1]!
·

s∑
k=1

1

[n− 2]![k][n− 1 + k]

)
.

Herea andb are constants which can be determined easily. This identity can be proved
directly. First, one puts it in the form of a terminating basic hypergeometric series. The
first sumS1 on the left-hand side can be identified with a4φ3 series [3]. As for the second
sumS2 the first part (without the inner sum) can be summed.S1 is then transformed using
Sear’s formula [3]. The inner sum inS2 is also modified so thatS2 becomes the sum over two
independent indices. Then, by adding appropriate terms ofS1 andS2, we get the right-hand
side of the above identity. We omit the details. However, one wonders whether the proof
can be simplified. Unfortunately, due to limited knowledge of the basic hypergeometric series
the author was unable to do this. This identity seems to be new and more identities may be
deduced by considering the product of two indecomposable modules.

4. Discussion

As mentioned in I the indecomposable modules may describe some metastable or unstable
states. The generalized CG coefficients may then be used for the description of composite
systems. We note the following fact which seems physically obvious. The composite state
of two systems, one stable and the other metastable, is metastable. Moreover, note that
a small perturbation in the parameterq will decompose the indecomposable module into
irreducible ones corresponding to stable states. The preceding discussion is admittedly vague
and conjectural but I feel that it may be put in more rigorous form by considering specific
models.
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